
Physics of Life Reviews 49 (2024) 139–156

Available online 30 April 2024
1571-0645/© 2024 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC license
(http://creativecommons.org/licenses/by-nc/4.0/).

Review 

Connectivity analyses for task-based fMRI 

Shenyang Huang a,b,*, Felipe De Brigard a,b,c, Roberto Cabeza a,b, 
Simon W. Davis a,c,d 

a Department of Psychology and Neuroscience, Duke University, Durham, NC 27708, United States 
b Center for Cognitive Neuroscience, Duke University, Durham, NC 27708, United States 
c Department of Philosophy, Duke University, Durham, NC 27708, United States 
d Department of Neurology, Duke University School of Medicine, Durham, NC 27708, United States   

A R T I C L E  I N F O   

Keywords: 
fMRI 
Functional connectivity 
Multivariate pattern analysis 
Representational similarity analysis 
Graph theory 

A B S T R A C T   

Functional connectivity is conventionally defined by measuring the similarity between brain 
signals from two regions. The technique has become widely adopted in the analysis of functional 
magnetic resonance imaging (fMRI) data, where it has provided cognitive neuroscientists with 
abundant information on how brain regions interact to support complex cognition. However, in 
the past decade the notion of “connectivity” has expanded in both the complexity and hetero-
geneity of its application to cognitive neuroscience, resulting in greater difficulty of interpreta-
tion, replication, and cross-study comparisons. In this paper, we begin with the canonical notions 
of functional connectivity and then introduce recent methodological developments that either 
estimate some alternative form of connectivity or extend the analytical framework, with the hope 
of bringing better clarity for cognitive neuroscience researchers.   

1. Introduction 

An established tradition of cognitive neuroscience research has focused on functional localization: identifying specific brain regions 
that show high functional specificity to certain cognitive tasks [1]. For example, the fusiform gyrus has been linked to face recognition 
[2], and the parahippocampal gyrus has been linked to processing local spatial environments [3]. This approach has been very useful in 
mapping cortical specificity but is limited by the fact that the mapping between cognition and cortex is not bijective, and the cognitive 
operations of simple behaviors may require a complex mapping to spatially distributed areas. As a result, the brain is increasingly 
regarded as a large network with abundant connections among disparate brain regions (see Fig. 1) [4]. To investigate how those 
connections relate to behavior, researchers have employed a group of statistical methods commonly referred to as functional con-
nectivity, quantifying the statistical—often linear—relationship between univariate activation levels of brain regions [5,6]. In recent 
years, others have developed alternative analytical frameworks that probe the degree to which different brain regions communicate 
informational contents represented in their multivariate neural patterns [7], which include techniques known as informational and 
representational connectivity. Unlike functional connectivity, these approaches seek to answer not whether two regions are communi-
cating but what they are communicating about. Since the introduction of these methods, however, some have noted that the notion of 
“connectivity” is unpleasantly ambiguous and requires further clarification ([8,9]; cf. [10]). Different studies might characterize the 
statistical dependency between two brain regions under different assumptions or at different levels, yet both might refer to their results 
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as “functional connectivity”. This ambiguity hinders effective scientific communication of results and cross-study comparisons aiming 
at generalizability. To address these issues, this review aims to provide a detailed introduction to extant connectivity methods and their 
extensions that are commonly used in task-based functional magnetic resonance imaging (fMRI) paradigms. 

2. Functional connectivity 

Functional connectivity is defined as the covariation of separate brain regions in terms of some neurophysiological index [5]. In 
fMRI, the recorded neurophysiological index is the blood-oxygenation-level-dependent (BOLD) activity at a single voxel, and the 
voxel-wise BOLD signal time courses or time series may be averaged across voxels within a certain brain region (e.g., hippocampus) to 
obtain a regional BOLD time series. Then, the correlation of two BOLD time series from different sources (e.g., hippocampus and 
amygdala) is interpreted as their functional connectivity. This relatively straightforward approach is commonly implemented on 
resting-state fMRI data to quantify resting-state or intrinsic functional connectivity for individual participants [16,17].1 Task-based fMRI 
paradigms typically bear more complexity than resting-state scans, as they consist of experimental cognitions designed to engage 
specific cognitive processes, such as memory, emotion, and decision-making. Two critical features of task-related paradigms are 
important to highlight and will be considered throughout this review: event timing and conditional change. First, an fMRI scan may 
include multiple task blocks or trials with jittered intervals, necessitating the time-locking of neural measures to events of interest. As 
such, task-related paradigms prioritize the concurrent event timing of the fMRI signal with the cognitive response and often make use of 
some theoretical model of hemodynamic responses. Second, researchers employing task-related fMRI are focused on how the same 

Fig. 1. Common visualizations of task fMRI-based brain connectivity. All visualizations were created using synthetic data. A) Statistic map of seed- 
based thresholded connectivity on anatomical brain slices, with the seed region (medial prefrontal cortex) indicated by the green circle. B) 
Graph representation of thresholded connections on glass brain slices, with dots indicating the center of regions of interests and edge colors 
reflecting connection strength. C) Chord diagram of the same connections shown in (B). Networks were assigned based on the Schaefer 7network- 
and-200-parcel atlas [11]. D) Heatmap of the full connectivity matrix with cells color-coded to indicate connection strength. The following software 
programs were used to create these visualizations: A and B, Nilearn [12]. C, NiChord [13]. D, Matplotlib [14]. For a more comprehensive and detailed 
discussion on visualizations of brain networks of all kinds, readers are referred to [15]. 

1 The availability of large-scale resting-state connectomes has driven efforts to derive a universal taxonomy of functional brain networks, that is, 
groups of brain regions that intimately connect to each other [18], which have facilitated clinical neuroimaging research [19]. However, contro-
versies remain in the precise definitions and nomenclature of such networks [20]. 
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Fig. 2. Psychophysiological interaction (PPI) analysis. A) Physiological activity time courses from the target region (y) and the seed region (x). B) In standard PPI, a single task variable CA− B codes the 
contrast condition A - condition B. C) The psychological variable H(CA− B) is the expected BOLD response according to the task, which is obtained by convolving the task variable with the hemodynamic 
response function. D) The PPI term is computed as the element-wise product of the seed physiological activity x and the psychological variable H(CA− B). E) In generalized PPI, task conditions A and B are 
coded in separate task variables, CA and CB, which are then used to create F) two psychological variables, H(CA) and H(CB), and subsequently G) two separate PPI terms. 
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participant performs, behaviorally and neurally, in different task conditions or events. In other words, the measure of interest is the 
conditional change in functional connectivity (or other related measures), rather than functional connectivity per se. Keeping these 
factors in mind, we review three common analytical frameworks of task-fMRI-based functional connectivity. 

2.1. Psychophysiological interaction 

One of the earliest and still most commonly used methods to examine how multi-region interplay supports cognition is psycho-
physiological interaction, or PPI. In its original formulation (now referred to as standard PPI or sPPI) [21], this approach characterizes 
the difference in two brain regions’ functional connectivity during two conditions or cognitive states. In a nutshell, the sPPI approach 
fits a linear regression model, 

y = β0 + β1 ⋅ x + β2 ⋅ H(C) + β3 ⋅ x ⋅ H(C) + ε  

where y and x are (neuro)physiological time courses (i.e., BOLD time series) of the target and seed brain regions, respectively. C is a 
psychological variable that reflects the experimental design and task timing (e.g., task on vs. off), and its convolution with the he-
modynamic response function (HRF, H( ∗ )) accounts for the delay in BOLD responses. The interaction term x ⋅ H(C) , computed as the 
element-wise product of x and H(C), is the variable of focal interest (see Fig. 2A-D). Nuisance regressors such as motion parameters and 
global signal could also be included as additional covariates. 

The key parameter estimate from the sPPI model is β3, which is the estimated weight of the interaction term, and it quantifies the 
extent to which the seed region changes its influence on the target region in different task conditions, i.e., task-modulated change in 
seed-to-target functional connectivity.2 Once the regression coefficient β3 is obtained for each participant, subsequent tests are usually 
performed at the group level, such as a two-sample t-test that determines whether two cohorts differ in task-modulated connectivity 
change [22]. 

Since the original conceptualization of PPI, there have been three notable methodological developments. First, sPPI only supports 
the meaningful interpretation of one parametric modulation (which includes binary contrasts; see Fig. 2B), yet some researchers may 
wish to test more manipulations simultaneously (e.g., condition A, condition B, condition C, and baseline). An extension of PPI termed 
generalized PPI or gPPI [23] solved this limitation via an alternative formulation: instead of having just one psychological variable C 
that codes for all conditions or manipulation levels, gPPI would model each task condition as a separate psychological variable Cj 

(where 1=condition j, 0=all else), as well as computing separate interaction terms x ⋅ H(Cj) (see Fig. 2E-G). This generalized 
formulation allows for the estimation of condition-specific functional connectivity during each task condition, which can be contrasted 
in subsequent tests. In addition, gPPI is found to outperform sPPI in terms of Type II errors, especially for event-related designs ([24, 
25]; cf. [26]). 

Second, originally PPI analyses of task-based fMRI data compute the interaction term simply as the element-wise product of seed 
region BOLD signal time course and the psychological variable—experimental design convolved with HRF; in other words, this 
interaction is modeled at the hemodynamic level. However, it has been proposed that a model that has this interaction at the neural level 
would more accurately reflect what occurs in the brain [27]. Specifically, one would need to deconvolve the seed region BOLD signal 
time course with the HRF to obtain its underlying neural activity time course. This deconvolved neural time course is then multiplied 
element-wise with the (unconvolved) experimental design or task variable. Finally, this product term is convolved with HRF to 
generate the interaction term that like other variables is at the hemodynamic level. The difference between the traditional and updated 
approaches can be illustrated in the following formulas: 

Interaction at the hemodynamic level : x ⋅ H(C)

Interaction at the neural level : H
(
H− 1(x) ⋅ C

)

where H− 1 denotes the inverse of HRF convolution, i.e., deconvolution. Research has found that this deconvolution procedure has a 
large impact and is recommended when the task variable changes more rapidly than the hemodynamic response, i.e., in event-related 
designs [26,27]. Moreover, taking the original, no-deconvolution approach can lead to spurious results if one also does not center the 
convolved psychological variable, whereas there is no such concern for the approach with deconvolution [28]. 

Third, in an attempt to examine inter-regional connections across the brain without arbitrary assumptions of their directionality, 
the correlational PPI (cPPI) adaptation of the PPI approach replaces the linear regression model with a partial correlation framework to 
estimate task-modulated changes in connections that are undirected [29]. Specifically, regression-based PPI approaches consider the 
seed and target brain regions as parts of a system with a particular directionality, such that findings of amygdala-hippocampal con-
nectivity using an amygdala seed should be interpreted differently from findings of amygdala-hippocampal connectivity using a 
hippocampal seed [30]. In cPPI, the relaxation of any directionality assumption makes this method more consistent with the 
conceptualization of functional connectivity and has implications for downstream analyses such as the use of graph theoretical 
measures (see Section 4). 

2 Notably, since there must be a particular direction for model building (i.e., target activity regressed on seed activity), the PPI approach is also 
considered a method for effective connectivity because it explicitly examines the influence of the seed region on the target [5,22], though many prefer 
to describe results from PPI analyses simply as functional connectivity. 
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The abovementioned variations of PPI analyses have been used widely to probe task-dependent functional connectivity in different 
experimental conditions. A meta-analysis of nearly 300 sPPI and gPPI studies found that their results show specificity to the combi-
nation of seed region and task [31]. For example, Faul et al. performed sPPI analyses seeded in the hippocampus to investigate 
functional connectivity differences between autobiographical memory recall and different mental manipulations (e.g., shifting visual 
perspective, simulating an alternative outcome) of autobiographical memory [32]. Gold et al. applied gPPI to probe how amygdala 
functional connectivity with other regions changes within an individual when they are attending to three specific aspects of emotional 
stimuli; individual functional connectivity profiles were also compared across different anxiety and age groups [33]. To study the 
effects of transcranial magnetic stimulation on whole-brain functional connectivity patterns related to episodic memory encoding, 
Davis et al. implemented cPPI to compute the difference in functional connectivity between subsequently remembered and subse-
quently forgotten stimuli for all pairs of brain regions [34]. Notably, the authors then analyzed the whole-brain connectivity matrices 
using techniques from graph theory. We elaborate on this approach later in Section 4. With its methodological robustness, relatively 
easy implementation, and straightforward interpretation, PPI remains one of the most frequently used families of methods for 
task-based fMRI functional connectivity to date. 

2.2. Beta series correlation 

An alternative analytical approach to assess task-related functional connectivity is Beta Series Correlation or BSC [6]. As mentioned 
previously, it is possible to deconvolve a BOLD signal time course to recover its underlying neural activity time course, which is 
arguably more specific and informative of cognitive operations than the BOLD signal time course and is an essential procedure for 
functional connectivity computation in event-related designs. Therefore, BSC aims to directly quantify the relationship between 
different brain regions’ neural activity as functional connectivity. 

Specifically, BSC first performs deconvolution via general linear models (GLMs), yielding regression coefficients or βs that indicate 
a given brain region’s neural activity at the level of individual experimental trials or events (e.g., presentation of an image). Of note, 
the obtained single-trial β estimates are also the basis for a range of multivariate pattern analyses (see Sections 3.1 and 3.2). The utility 
of the BSC approach has resulted in a more thorough consideration of the scenarios in which this modeling approach is appropriate, 
and how it might be optimized. In the original proposal of BSC, the deconvolution procedure is completed through a single GLM that 
contains each of N experimental trials as a single-trial regressor-of-interest, as well as nuisance covariates such as the translational and 
rotational head motion estimates [6,35]. This modeling approach is referred to as least squares - all (LSA; see Fig. 3A) since one model 
generates β estimates for all trials. However, LSA was later shown to work well only for event-related designs that contain relatively 
long inter-trial intervals [6,36,37]. An alternative modeling approach referred to as least squares - separate (LSS; see Fig. 3B) overcomes 
the limitation by constructing N separate GLMs in parallel, with each model estimating one β estimate for a given trial-of-interest while 
all other trials are accounted for in a single regressor [37]. 

Regardless of the modeling choice for deconvolution, one obtains a series of β estimates, or a beta series, that indicates neural 
activity in all experimental trials. Then, the beta series are split by task conditions, and condition-wise beta series are correlated to 
compute functional connectivity (see Fig. 3C). Once connectivity estimates are obtained from all conditions and all participants, one 
typically proceeds to test group-level hypotheses using tests like t-test or ANOVA, or more complex graph theoretical approaches (see 
Section 4). For instance, Cooper et al. studied functional connectivity associated with encoding and retrieval processes of memory by 
computing beta series reflecting experimental trials in each task block and correlating them to construct process-specific functional 
connectivity networks; these networks were then compared between individuals with autism spectrum disorder and healthy controls 
[38]. Similarly, Deng et al. studied functional connectivity when participants were retrieving scene images. Based on individuals’ 
subjective ratings of memory retrieval quality, the authors performed a within-participant split of experimental trials into high- and 
low-memory and constructed separate functional connectivity networks for each condition, which they further analyzed using a series 
of graph theoretical measures [39]. 

One major reason for the BSC method’s growing popularity is its sensitivity to task-modulated changes in functional connectivity 
patterns relative to sPPI, especially for fast event-related fMRI designs, potentially owing to the deconvolution of hemodynamic re-
sponses at the single-trial level [24,26]. Another major difference between BSC and regression-based PPI approaches is the direc-
tionality of estimated connections, though cPPI is comparable to BSC since both would yield a symmetric connectivity matrix. Finally, 
the BSC method makes use of single-trial β estimates that track the neural activity associated with a specific event in the experiment, 
which are also often an indispensable part of several multi-voxel pattern analyses. We elaborate on the methodology in Section 3. 

2.3. Multivariate techniques 

The third analytical framework is a family of multivariate statistical methods that simultaneously assess the variances and 
covariance in many variables, such as the BOLD signal time courses of all voxels from an fMRI scan. There are various such multivariate 
techniques, including spectral clustering [40], principal components analysis (PCA; [41]), and independent components analysis (ICA; 
[42]). For example, ICA seeks to uncover statistically independent sources of variance from observed data.3 All of these techniques 

3 Though ICA is more widely applied to resting-state fMRI data, some have incorporated it in task-based fMRI data analysis by fitting GLMs of 
experimental manipulations to time courses of independent components in order to assess the task-specificity of the components or networks [43, 
44]. 
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enable data-driven grouping of voxels demonstrating similar spatiotemporal properties, and the identified groups can be used for 
connectivity analysis, instead of a priori modeling assumptions as in the PPI and BSC examples above. 

The most commonly used multivariate technique for assessing task-related functional connectivity probably is partial least squares 
(PLS). Broadly, PLS has been used to examine whole-brain fMRI activity in relation to many kinds of variables, such as experimental 
conditions (design PLS), participant performance (behavior PLS), brain activity in a pre-selected region (seed PLS), or a combination of 
several factors (multiblock PLS) [45–48]. Specifically, seed PLS identifies brain regions whose activity series are associated with that of 
the seed region either commonly or distinctively across task conditions. The first step of seed PLS is generating correlation (or 
covariance) matrices for the seed brain regions, separately for each task condition, such that row j of the matrix reflects the whole-brain 
correlation pattern of seed j and the columns represent all targets. All these condition-wise correlation matrices are sorted in the same 
way for seed regions 1 to j and target regions 1 to k. Then, condition-wise correlation matrices are stacked vertically to form a cor-
relation structure R (see Fig. 4B). Next, this correlation structure is factorized using singular value decomposition and converted to 
lower-dimensional latent variables (LVs) that summarize the commonalities and differences in the seed-brain correlations.4 

Critically, even though seed PLS conceptualizes connectivity as correlation just like cPPI and BSC, the original seed PLS imple-
mentation computes the fundamental condition-wise correlation matrices at a different level. As mentioned above, PPI and BSC ap-
proaches compute functional connectivity for individual participants as the regression or correlation coefficient of time point- or trial- 
level activity, yielding within-participant functional connectivity. In contrast, seed PLS constructs the correlation matrices by corre-
lating participant-level estimates of regional activity (e.g., percent signal change), yielding atemporal across-participant connectivity. A 
positive across-participant correlation coefficient indicates that participants with high activity in the seed region (relative to the 
sample mean) also tend to have high activity in the target region. For example, Spreng and Grady [50] employed seed PLS to analyze 
fMRI data of three self-referential tasks (cued autobiographical remembering, prospection, and theory-of-mind reasoning), finding an 
LV comprised of multiple default mode network regions whose participant-level activity was consistently correlated with that of a 

Fig. 3. Beta series correlation (BSC). A) The least squares - all (LSA) modeling approach constructs one general linear model (GLM) that contains N 
regressors, each of which models a single trial, and simultaneously estimates N regression coefficients (β1, ..., βN). Task conditions are color-coded 
(orange vs. purple). B) The least squares - separate (LSS) modeling approach constructs N GLMs in parallel. Each model contains one regressor for a 
single trial i of interest (color-coded by condition), as well as a regressor for all other trials across conditions (gray). Regression coefficients β1, ..

., βN are collected across models. Of note, for both LSA and LSS approaches, nuisance covariates such as motion parameters are commonly included 
in practice but omitted in the figure for simplicity. C) Regression coefficients or β values are split by task conditions to form beta series, which are 
then correlated between regions of interest (ROIs) to generate condition-specific functional connectivity. 

4 For a more detailed description on the computation and interpretation of latent variables, as well as significance testing for PLS, readers are 
referred to past review articles [45,49]. 
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medial prefrontal cortex seed region across all three tasks. Similarly, De Brigard et al. [51] conducted a seed PLS analysis to assess how 
the across-participant connectivity pattern of the right hippocampus differed across four different conditions of episodic counterfactual 
thinking. 

Prior work has shown that across-participant and within-participant correlations are mathematically nonequivalent and often 
numerically incongruent [52], due to a statistical phenomenon called Simpson’s Paradox [53]. However, seed PLS can be easily 
modified to investigate within-participant connectivity. For instance, one could first compute the correlation structure separately for 
each participant and then compute a group-average correlation structure R = 1

N
∑N

k=1Rk which is further analyzed with singular value 
decomposition [54]. Alternatively, one could directly examine the within-participant correlation structure using singular value 
decomposition and obtain LVs for each participant [52,55]. 

It is also worth noting that a key difference between PLS and other multivariate techniques for dimensionality reduction such as 
PCA and ICA is that PLS is a supervised method. PLS seeks a latent structure that maximizes the covariance between the data and an 
explicit target [56,57]. In the context of using seed PLS to analyze functional connectivity, the explicit target for covariance maxi-
mization is the fMRI activity time course of a pre-selected seed region in different conditions. The selection of the seed region is 
typically based on prior research or theories that suggest the critical involvement of this region for the cognitive function of interest. 
On the other hand, unsupervised methods such as PCA make no such pre-selection or assumption on the relevance of features (i.e., 
brain regions), and the extracted components are not biased by external criteria and more intrinsic to the studied system. Therefore, 
PCA can be applied to perform data-driven dimensionality reduction first, and then the extracted components can be used as regressors 
in a supervised model with other experimental or behavioral variables of interests (e.g., principal component regression) [58–60] to 
test explicit hypotheses regarding task-related functional connectivity. 

3. Informational and representational connectivity 

Given the millimeter-level spatial resolution of fMRI scans, a single ROI (e.g., left angular gyrus) may cover several hundred voxels, 
and each voxel has its own BOLD signal time course. In most functional connectivity frameworks (e.g., PPI, BSC), these voxel-wise 
BOLD signal time courses or their derivative neural activity series are averaged across voxels within the ROI to form one series that 
reflects regional fluctuations in activity, and functional connectivity is conceptualized as the inter-regional covariation of these series 
of univariate activity. Notably, although certain functional connectivity techniques like seed PLS do make use of multivariate statistical 
methods, those methods are implemented to decompose correlation structures whose constituent entries of correlation coefficients are 
still computed based on univariate activity series. 

Following the concept of neural population coding [61] and methodological advancements in the past two decades, a paradigm 
shift in cognitive neuroscience has led to more investigations of the spatially distributed multi-voxel pattern of brain activity, which has 

Fig. 4. Seed partial least squares (seed PLS) analysis. A. Synthetic trial-level activity series extracted from one seed and two target regions, organized 
by participant and task condition. Participant-and-condition-level activity can be estimated as the mean of relevant trial-level activities. B. 
Condition-wise cross-correlations for all seeds and targets are computed either across-participant (using participant-level activity) or within-partic-
ipant (using trial-level activity). Correlation matrices are stacked vertically to form a correlation structure R, which is factorized by singular value 
decomposition to extract latent variables. 
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improved sensitivity to many cognitive processes relative to the across-voxel averaged univariate activity [62]. Relatedly, studies on 
the interaction between ROIs have built upon these new multi-voxel pattern analysis (MVPA) techniques to examine the inter-regional 
communication of information. In this Section, we review two major classes of MVPA-based connectivity analyses: informational 
connectivity and representational connectivity. 

3.1. Informational connectivity 

Informational connectivity refers to a generic class of analyses that quantify the inter-regional covariation in multi-voxel activity 
pattern discriminability [63]. A common approach to deriving an ROI’s discriminability of discrete experimental conditions or 
stimulus types is decoding analysis [64], which typically involves four main steps. First, one decides which voxels are to be included, 
based on prior knowledge of functional localization or data-driven selection methods. Second, one re-organizes the selected voxels’ 

Fig. 5. A) Pattern discriminability series from decoding analysis. The multi-voxel activity patterns are organized by voxel and trial. The training set 
is used to train the classifier and will determine its decision criterion. The trained classifier is applied to the test set trials and generates a pattern 
discriminability series (red) indicating the magnitude of classifier evidence (e.g., probability) of individual trials belonging to the correct class. B) 
Representational strength series from representational similarity analysis. Representational dissimilarity matrices (RDMs) indicate the dissimilarity 
structure of the stimuli based on some hypothesis or model (model RDM) and their multi-voxel activity pattern (neural RDM). A row-wise corre-
lation of these RDMs generates a representational strength series (red) which reflects the second-order correspondence between stimulus property 
and brain activity. The pattern discriminability series or representational strength series from distinct brain regions are correlated to compute 
informational connectivity or (model-based) representational connectivity, respectively. 
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BOLD or neural activity series as patterns such that the spatial distribution of those voxels is preserved across time points, with each 
time point having its own multi-voxel activity pattern. Third, one labels the activity pattern at each time point according to some 
discrete variable of interest, such as stimulus category (e.g., face vs. house) or behavior (e.g., correct vs. incorrect). Fourth, one chooses 
a classifier—a function that receives multi-voxel activity patterns as input and returns its best guess on each pattern’s label, i.e., 
decoding the experiences of participants in the experiment (see Fig. 5A). Of note, while the seminal work on decoding analysis used a 
relatively straightforward decision criterion based on correlation distance [65], later studies have made use of more sophisticated 
machine learning algorithms such as support vector machine and random forest to achieve better classification performance [62,66, 
67].5 Importantly, many have found decoding analysis to be more sensitive than traditional mass-univariate analysis, such as in 
detecting the respective roles of the medial prefrontal cortex in affective processing [72] and the ventral anterior temporal lobe in 
homonym comprehension [73]. 

Given a classifier’s output decision metric on each multi-voxel activity pattern, one could gather a trial-level series of pattern 
discriminability values that is analogous to the beta series in the BSC method. For any given ROI, these pattern discriminability values 
can fluctuate across trials in an experiment due to factors such as the typicality of the stimulus (e.g., “robin” is a more typical exemplar 
of “bird” than “ostrich”) and attentional lapses, as well as due to the influence of upstream regions in information processing. Then, just 
like how the BSC method computes functional connectivity as the correlation of beta series, the informational connectivity method 
computes the correlation coefficient of two ROI’s pattern discriminability series and quantifies the extent to which both regions’ multi- 
voxel activity patterns discriminate different stimulus identities [7,63]. High informational connectivity between two ROIs indicates 
that they tend to be synchronously (in)capable of discriminating stimulus identity, presumably due to their communication or ex-
change of task-relevant information. 

The improved sensitivity of decoding analysis relative to univariate analysis is found to be preserved for informational connectivity 
relative to functional connectivity. In the pioneering fMRI study of informational connectivity where participants perceived images of 
man-made objects, informational connectivity delineated networks linking many canonical brain regions implicated in object pro-
cessing (e.g., left fusiform gyrus, supramarginal gyrus) while functional connectivity measures failed to do so [63]. Similarly, in the 
visual processing domain, Ng et al. [74] computed multi-voxel pattern discriminability in different visual cortex layers for random dot 
stereograms and found that viewing binocular stereograms that supported a unified 3D perceptual experience was associated with 
enhanced feedforward informational connectivity relative to viewing those that did not, suggesting a bottom-up propagation of 3D 
structure information. Informational connectivity has also been applied to study semantic cognition. Soto et al. [75] found that deep 
processing of living and non-living words (i.e., imagining features related to a tiger like its shape, color, and context) rather than 
shallow processing (i.e., focusing on the phonology of “TIGER”) enhanced the semantic-category-based informational connectivity 
across regions commonly implicated in semantic cognition (e.g., left orbitofrontal cortex, anterior temporal lobe), while no significant 
difference in functional connectivity was observed. 

Despite its improved sensitivity, the informational connectivity method inevitably suffers from the very limitations that are 
inherent to any decoding analysis (for a philosophical discussion on the issues, see [70]). For instance, simpler classifiers may be more 
interpretable but less accurate, while more sophisticated and powerful classifiers require a larger number of observations per class for 
training (e.g., [75] presented each of the 36 unique stimuli eight times). Given limited scanning time in many fMRI studies, repetitions 
of class labels necessitated by supervised learning inevitably constrain the variability of stimuli and thus impact the generalizability of 
results. Alternatively, one could use different exemplars from the same category, such as “cardinal”, “ostrich”, and “penguin” from the 
category “birds”. While this approach improves generalizability by reducing the likelihood of accidentally picking only idiosyncratic 
exemplars, the within- and between-category variability becomes less controllable (e.g., “birds” might be a more/less homogeneous 
category than “vehicles”), and concerns may arise with regards to whether these predefined categories are meaningful partitions of 
real-world entities—although this limitation may be addressed to some extent by representational similarity analysis. 

3.2. Representational connectivity 

Representational connectivity refers to a broad category of analyses that quantify the covariation in some representational 
properties of involved brain regions. In cognitive neuroscience, the term representation6 refers to the neural response (e.g., a multi- 
voxel activity pattern) that is elicited by and stands in for some behaviorally relevant entity or concept, such as a stimulus image 
or an autobiographical memory [82,83]. For instance, when a participant scrutinizes a cat image, neural representations of the 
experience are sustained in the brain as a point in a high-dimensional representational space. Critically, a key signature of how a neural 
population or brain region represents our experiences is its representational geometry—i.e., the relative distances of its responses to 
different stimuli, which is often formalized as a representational dissimilarity matrix (RDM) that quantifies all pairwise dissimilarities 
using correlation distance or other measures [84,85]. RDMs are a centerpiece of representational similarity analysis and represen-
tational connectivity. 

Because RDMs characterize representational geometries as matrices of the same size (m-by-m, where m is the number of conditions 

5 There have been extensive discussions on the theoretical concerns or criticisms regarding different decoding methods [68,69,70,71], though this 
topic is beyond the scope of the current paper. 

6 A recent study surveyed the concept of neural representation according to philosophers, psychologists, and neuroscientists, finding general un-
certainty amongst researchers about what counts as representation ([76]; cf. [77]). While this topic is beyond the scope of this review, interested 
readers are referred to other focused discussions (e.g., [78,79,80,81]). 
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or time points), one could conveniently quantify the similarity of two representational geometries by computing the correlation of 
their vectorized lower (or upper) triangular RDMs [86]. This measure is referred to as model-free representational connectivity since it 
requires no explicit hypothesis or model of the ROIs’ representational geometries [87]. Previous work has found that representational 
connectivity reveals unique brain network structures that cannot be fully explained by univariate activation-based functional con-
nectivity or other methods [88]. For instance, one study found a significant difference in representational connectivity but not 
functional connectivity among effort- and reward-related brain regions (i.e., anterior cingulate gyrus and anterior insula) for self- vs. 
other-benefiting behaviors [89], demonstrating the improved sensitivity of representational connectivity to the informational content 
of inter-regional communications. However, a limitation of model-free representational connectivity is the ambiguity in the exact type 
of information that is communicated between brain regions. 

Model-based representational connectivity, on the contrary, characterizes the extent to which two brain regions represent similar 
information with respect to a hypothetical reference representational geometry. This reference can be based on formal theories [90, 
91], behavioral response [92,93], or computational models [94,95], and it takes the form of a model RDM. The model RDM is 
compared to brain RDMs to obtain correspondence measures (i.e., representational strength) of hypothesized and observed repre-
sentational geometries, as a key procedure in typical representational similarity analyses [85]. In one model-based representational 
connectivity approach, the representational strength measures are computed separately for different ROIs in all participants, and two 
ROIs are considered representationally connected if 1) the representational strength is significantly positive across participants in both 
ROIs and 2) their representational strengths are not significantly different [87]. 

Another approach to model-based representational connectivity makes use of condition- or trial-level estimates of representational 
strength. Specifically, instead of obtaining a single summary statistic for two representational geometries that span across all condi-
tions and time points, one would perform a row-wise correlation between the model and brain RDMs [96–98] (see Fig. 5B). Subse-
quently, model-based representational connectivity can be calculated as the correlation of two ROIs’ representational strength series, 
analogously to the computation of informational connectivity. No extant fMRI study to our knowledge has used this formulation of 
model-based representational connectivity to examine brain-wide communication of representations, though some have taken a 
multimodal approach to assessing inter-regional interactions. 

3.3. A multimodal approach 

As discussed above, both informational connectivity and model-based representational connectivity can be computed as the cor-
relation of trial-level estimates of representational information, analogous to functional connectivity being computed as the corre-
lation of trial-level betas. Notably, all those methods assess the statistical dependency based on the same neural measure of all involved 
brain regions (e.g., univariate activation, representational strength). However, these neural populations likely support distinct 
cognitive processes or have nonidentical mechanisms, to which different neural measures could be the most sensitive. As such, inter- 
regional connectivity or interaction may be best studied by not necessarily using the same neural measure for all regions but rather 
using what is most theoretically or empirically justified for each. For instance, studying the memory of emotional scenes, Ritchey et al. 
correlated trial-level estimates of univariate activation in the amygdala and representational strength in the cortex and found significantly 
stronger amygdala-cortical connectivity for remembered emotional scenes than for forgotten ones [99]. More recently, Huang et al. 
studied how participants’ memory of concrete things could be supported by diverse hippocampal-cortical interactions during 
encoding. In particular, the interaction between hippocampal univariate activation and representational strength of semantic infor-
mation in a semantic cognition region (left inferior frontal gyrus) predicted conceptual memory of the items, whereas the interaction 
between hippocampal univariate activation and representational strength of visual properties in a visual processing region (ventro-
medial occipital cortex) predicted perceptual memory of the image exemplars [97]. These findings demonstrate the value of 
considering a multimodal approach in assessing inter-regional interaction or connectivity. 

4. Building upon bivariate correlations—network analyses 

Be it univariate-activation-based functional connectivity (e.g., PPI and BSC) or multivariate-activity-pattern-based informational or 
representational connectivity methods, the immediate output speaks to the covariation between only two brain regions, i.e., bivariate 
connections. Such spatial specificity may be appropriate and desirable when probing relatively simple interactions, yet complex 
cognition often involves the contribution of numerous brain areas that collectively form a functional network or connectome. A 
functional network or connectome is typically operationalized by a connectivity matrix that is often derived from iteratively 
computing all pairwise connections using previously reviewed methods. While such an approach usually assumes independent 
bivariate relationships, techniques for adjustment (e.g., partial correlation) can also be employed. Following network construction, a 
diverse set of methodologies is available to researchers who wish to examine the connectivity matrix as a whole and extract char-
acteristics of the network that are not detectable at the local, pairwise level—global network properties that are uniquely informative 
of cognition. 

4.1. Graph theoretical measures 

Graph theory is a branch of mathematics that concerns the analysis of graphs, which are composed of a collection of nodes (or 
vertices) connected by edges, abstractly capturing the relationship between different entities. Mathematically, a graph can be defined 
by its adjacency or connection matrix, with its rows and columns representing individual nodes and its entry (i, j) recording the 
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presence or strength of the connection between node i and node j (see Fig. 1E). The brain can also be abstracted as a graph, with 
individual brain regions abstracted as nodes and their edges defined as structural connectivity measured by diffusion tensor imaging 
(DTI) or as functional connectivity estimated from fMRI data [100,101]. In most applications of graph theory to neuroimaging data, 
graphs are undirected (i.e., the connectivity from node i to node j is the same as that from node j to node i). Graphs of the brain are also 
commonly weighted, where the edges are quantified by the strengths of connections (e.g., correlation coefficients) between a pair of 
regions, though connections could be binarized with some arbitrary threshold (e.g., edge = 1 if r > 0.2) to deliver an unweighted graph. 

A most attractive feature of treating the brain as a graph is that this approach offers a range of different graph theoretical measures 
that characterize different nodal properties of a single brain region in the context of the whole graph. For instance, a variety of indices 
quantify the extent to which a node is integrated with the graph, i.e., its centrality. For a given node, its nodal degree centrality is the 
number or sum of its connections. Slightly more complex centrality measures adjust for the fact that not all neighbors to which one 
node connects are equally important in the graph. For a given node, its connections to high-degree nodes make more contribution to 
communications throughout the network than connections to low-degree nodes, and therefore both Eigencentrality and PageRank 
centrality assign a high value to nodes who are well connected to other well-connected nodes [102]. Leverage centrality further 
considers the disparity in connectivity between a node and its immediate neighbors, assigning a high value to nodes that are better 
connected than their neighbors and are thus more influential in the vicinity [103]. 

Another set of indices concerns different global properties of graphs. Regarding how fast information may traverse though the 
network, the global efficiency index is computed as the average of the inverse of shortest distances [104]. The clustering coefficient 
quantifies how well-integrated a graph is by assessing the extent to which a node’s neighbors are connected to each other (i.e., forming 
a triangle). For an unweighted graph, the clustering coefficient is defined as the average ratio of actual connections between any two 
neighbors of a node to all possible connections, averaged across all nodes in the graph [105], and there have been several general-
izations of the clustering coefficient for weighted graphs [106]. Notably, many real-world systems, including the brain, exhibit both 
high global efficiency and high clustering; this feature is described as the networks’ small-worldness, which is quantified by comparing 
the efficiency and clustering measures of a given graph to those of an equivalent Erdös-Rényi random graph [105,107,108]. Moreover, 
given a pre-defined community membership assignment of nodes (e.g., different lobes and hemispheres of the brain), the modularity 
measure quantifies the difference between the within-community connections of the actual network and that of a random structure, 
thereby indicating the quality of the partition of nodes [109]. In general, comparisons of such measures of global network properties 
across conditions or groups have become increasingly common. For example, Geerligs et al. [110] found that while global efficiency 
remains relatively stable across age groups, older adults demonstrate decreased modularity, suggesting an age-related increase in 
either the homogeneity of task-related signaling or noise. Additionally, graph theoretical measures describing the segregation of whole 
brain networks are often used as a starting point for evaluating sub-networks. We discuss this approach next. 

4.2. Community detection 

Besides examining the properties of a graph at the nodal and global levels, another set of methods aims to organize the nodes as 
clusters or communities, based on the similarity of connectivity profiles between different nodes or the density of connections within 
proposed communities [111]. For instance, the Louvain method [112] seeks a community structure of the network that maximizes the 
previously mentioned modularity measure, and partitions the nodes into nonoverlapping modules or communities. Community 
detection subsequently enables the computation and interpretation of a whole other set of graph theoretical measures such as 
within-module degree, integration (ratio of between- to within-module degree), and participation coefficient (a node’s in-module 
connections compared to its global connections). Alternatively, one may also opt to use canonical partitions of the brain based on 
resting-state connectivity, such as the 7-network structure generated by Yeo et al. [113]. However, no clear consensus has been 
reached concerning the demarcation or even the nomenclature of these “canonical” networks [20,18], and one should also be aware of 
the divergence between resting-state and task-based networks [114,115]. Moreover, it is critical to theoretically justify or statistically 
verify that the estimated or chosen community structure fits universally well to data from different populations (e.g., younger and 
older adults) or in different task conditions before conducting statistical tests on their differences [39]. 

Not all brain regions or communities are born equal. Research has shown the existence of network hub regions—nodes that are 
heavily involved in the communication between different functional modules and crucial for inter-module crosstalk (e.g., the angular 
gyrus and precuneus) [116,117]. Therefore, a rigid, all-or-none partition of brain regions into nonoverlapping modules is likely an 
oversimplification of the brain network structure. There have been attempts to organize brain regions into overlapping communities 
[118,119] using a variety of algorithms [120–122]. In addition, some brain regions may dynamically shift their affiliation with other 
networks as participants engage in various cognitive tasks [123,124] or perform at different levels [39,125]. Such kinds of brain 
dynamics would be missed by traditional analyses but can be captured by modeling different types of regional connections or in-
teractions as different layers of a multilayer network [126]. Alternatively, multilayer networks can also be used to analyze different 
modalities altogether, such as incorporating fMRI-based functional connectivity with DTI-based structural connectivity [127]. 

5. Limitations and future directions of connectivity 

Despite their wide application in cognitive neuroscience research, the functional, informational, and representational connectivity 
techniques reviewed so far nonetheless suffer from at least three limitations or pitfalls: physiological noise, assumptions of linearity 
and stationarity, and level of analysis. We briefly discuss each of them below. 
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5.1. Low temporal sampling rate of fMRI 

FMRI is noisy. In exchange for whole-brain coverage at a high spatial resolution, fMRI scans typically have a repetition time (TR) of 
around 2 s. This temporal sampling rate of 0.5 Hz is lower than the frequency of many physiological events that can introduce major 
artifacts in the measured BOLD signal, such as cardiac pulsations and respirations [128], as well as participant head movement inside 
the scanner [129]. Importantly, these physiological noises give rise to spurious correlations of activity not only in resting-state 
functional connectivity but also in task-based functional connectivity computed with BOLD signal [130]. 

Lots of effort has been put forth into separating the contributions of neural and physiological activities to BOLD signal ([131–133]; 
see also [134,135]). Specifically for task-based fMRI, neural activity estimated from the deconvolution of BOLD signal seems to suffer 
much less from the above issues and therefore does not show an inflated false positive rate of functional connectivity [6,136]. It is less 
known, however, how much these physiological artifacts impact the estimates from multi-voxel activity patterns such as pattern 
discriminability and representational strength, as well as the derived connectivity measures. Finally, increasing the temporal sampling 
rate of fMRI could also alleviate this issue by allowing statistical models to more effectively capture the physiological effects [137]. 
With more temporally precise characterization of the sequence of neural activations, faster fMRI could also open the door to better 
causal inferences based on statistical frameworks such as dynamic functional connectivity, Granger causality, and dynamic causal 
modeling [138–140]. 

5.2. Assumptions of linearity and stationarity 

A notable feature of most connectivity analyses is that they are computed as the coefficient of Pearson’s correlation or linear 
regression, which quantifies the linear relationship between variables. However, two variables (e.g., activity in two brain regions) 

Fig. 6. Various statistical relationships between two random variables with 50 observations. r, Pearson correlation coefficient; MI, mutual 
information. 
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could also be statistically dependent on each other in various nonlinear ways where Pearson’s correlation falls short in capturing them 
(see Fig. 6). Indeed, resting-state functional connectivity studies have found that certain inter-regional interactions are nonlinear 
[141–143], though some have argued that linear correlation is mostly sufficient in capturing most of the statistical dependence [144] 
and that observed nonlinear dependence may be spurious [145]. 

Regardless, one could employ a range of statistical tests to quantify nonlinear relationships. Both Spearman’s ρ and Kendall’s τ 
measure the ordinal association of variables by ranking the observations instead of using their raw values (e.g., [146]), though the 
association is still assumed to be monotonic (i.e., a higher x is associated with a higher y). In cases where higher-order relationships are 
reasonably expected, one could also first transform one of the variables according to the hypothesized order and then apply one of the 
linear or monotonic measures. Under the same rationale, a recently proposed method makes use of explicitly defined basis functions to 
capture the functional coordinates that indicate both the type and strength of diverse statistical associations [147]. Similarly, for 
regression, generalized additive models [148,149] use smooth functions to detect nonlinear relationships. Additionally, information 
theoretical measures such as mutual information (MI) [150,151] and variation of information [152], as well as distance correlation 
which applies to both univariate and multivariate data [153,154], are all able to capture the nonlinear statistical dependence between 
variables and can thus be used as alternative measures of connectivity. 

Another common feature and limitation of fMRI connectivity analyses is that they assume stationarity in the relationships they 
assess, that is, the inter-regional interactions occur in some fixed timeframe. For instance, in PPI, the physiological time course of the 
dependent variable matches that of the independent variable TR-by-TR, assuming instantaneous effects from the seed to the target. 
Although one could introduce a fixed delay (e.g., 2 TRs) to one of the variables to estimate time-delayed effects, the modeled inter- 
regional interaction is still assumed to occur in a fixed or stationary timeframe. However, brain connectivity can occur dynamically 
at varying timeframes. While the present review is focused on functional connectivity that is time-locked to perceptual stimuli and 
externally cued tasks, models of resting-state connectivity have more freedom in characterizing spontaneous, dynamic changes in 
connectivity across the fMRI time course. Recurrence Quantification Analysis (RQA) is a useful tool for identifying the recurrence or 
alignment of matching sequences of two time series, and can be used to effectively generalize the cross-correlation function across time 
to capture the non-linear and non-stationary statistical dependence between two fMRI time courses [155,156]. To date, most work 
using RQA in fMRI has been focused on resting-state data [157–159]. Nevertheless, RQA may offer new insights to assessing brain 
network dynamics in task-related data as well. 

5.3. Level of analysis 

Most of the aforementioned methods estimate task-related connectivity at the level of individual participants. That is, regression or 
correlation coefficients quantifying the (linear) statistical relationship of brain regions are first computed within each participant, and 
then a subsequent test is used to investigate whether the connectivity estimates are significantly different from zero at the group-level 
(one-sample t-test), whether there are differences across experimental conditions (two-sample t-test or ANOVA), or how much these 
participant-level connectivity estimates associate with some behavioral variable (correlation or regression). 

While this stepwise implementation is computationally convenient and widely adopted, some other methods estimate connectivity 
at a different level of analysis. As previously mentioned, the original seed PLS analysis computes the correlation of participant-level 
activity of brain regions, yielding a connectivity estimate across participants [45]. Notably, this across-participant connectivity is 
mathematically distinct from within-participant connectivity: a significant group-level effect may be absent (or even reversed) when 
examined in subgroups or individuals, a phenomenon known as Simpson’s Paradox [53,52]. Yet another method called inter-subject 
functional connectivity (ISFC) computes the correlation of trial-level activity series across different participants [160]. While “inter--
subject” appears interchangeable with “across-subject” or “across-participant”, ISFC is in fact more mathematically comparable to 
intra- or within-participant connectivity, while being able to eliminate biases from intrinsic connectivity within each participant [161, 
162]. Ultimately, it is of critical importance to attend to these methodological details and determine the analytical approach-
—including the level of analysis—that best aligns with the hypothesis. 

6. Concluding remarks 

The notion of “brain connectivity” has undoubtedly led to abundant research into how different brain regions cooperate or compete 
to support complex cognitive processes and inspired the development of many advanced statistical methods for analyzing neuro-
imaging data from task-based fMRI and other neuroimaging techniques, such as informational and representational connectivity. 
Despite the abundance of findings, the interpretability and comparability of results are unfortunately adversely impacted by meth-
odological ambiguity and inconsistency. With this article, we aim to introduce and compare major techniques for task-based fMRI 
connectivity analyses, thereby clarifying points of confusion while also suggesting potential areas for future improvement. We stress 
that “connectivity” should not be regarded as a technical reference to one fixed set of analytical procedures but rather a generic 
umbrella term that encompasses many related approaches with nuanced but critical methodological divergences. Future research may 
use simulated fMRI data to provide more insight into the comparability of various kinds of statistical procedures. Overall, we hereby 
encourage future researchers to explicate as much as possible their conceptualizations of “connectivity” and their analytical pro-
cedures to minimize ambiguity and allow for meaningful cross-study comparisons and meta-analyses. 
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